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ABSTRACT 

Part-of-speech (POS) tagging is a popular Natural Language Processing process that refers to 

categorizing words in a text in correspondence with a particular part of speech, part of speech (POS) 

tagging is the ability to computationally verify that the POS of a word is activated by its use in an explicit 

context. POS tagging is changing progressively fashionable lately. Text to speech, syntactical analysis, 

and artificial intelligence all get pleasure from POS tagging, which is a good type of preprocessing 

tagging. once it involves POS taggers, they have to be well- versed in the term. However, if the quantity 

of words is inflated to 1,000,000, users are unable to finish the POS tag. we have a tendency to gift the 

Viterbi methodology during this study to help computers in tagging lexical classes effectively. The 

Viterbi formula uses dynamic programming to unravel issues. As we have a tendency to all understand, 

the word is kind of sensitive to its placement. The word's POS is connected to the words around it. we 

have a tendency to run simulations to examine however Viterbi Algorithms operate in POS taggers and 

calculate accuracy. 

 

 

INTRODUCTION 

Part-of-Speech (POS) (noun, verb, and preposition) will facilitate in understanding the means of a text 

by characteristics however completely different word area units employed in a sentence. POS will 

reveal tons of knowledge concerning near words and the syntactical structure of a sentence. POS 

tagging is the method of distributing a POS marker (noun, verb, etc.) to every word in Associate in 

Nursing input text. The input to a POS tagging algorithmic rule could be a sequence of tokenized words 

and a tag set (all potential POS tags) and also the output could be a sequence of tags, one per token. 

Words within the West Germanic area unit are ambiguous as a result of they need multiple POS. as an 

example, a book may be a verb (book a flight for ME) or a noun (please offer me this book). POS 

tagging aims to resolve those ambiguities. In such POS tagging task, we've got evident values 

delineated by the sentences and their words and that we have hidden states delineate by the tags like 

'noun', 'verb', 'adjective', 'pronoun', etc... that we wish to connect to every word. 
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Back in elementary school, we learned the differences between the various parts of speech tags such as 

nouns, verbs, adjectives, and adverbs. Associating each word in a sentence with a proper POS (part of 

speech) is known as POS tagging or POS annotation. POS tags are also known as word classes, 

morphological classes, or lexical tags. Back in the day, the POS annotation was manually done by 

human annotators but being such a laborious task, today we have automatic tools that are capable of 

tagging each word with an appropriate POS tag within a context. 

 

 
LITERATURE SURVEY 

A stochastic approach includes frequency, probability, or statistics. The simplest stochastic approach 

finds out the most frequently used tag for a specific word in the annotated training data and uses this 

information to tag that word in the unannotated text. But sometimes this approach comes up with 

sequences of tags for sentences that are not acceptable according to the grammar rules of a language. 

One such approach is to calculate the probabilities of various tag sequences that are possible for a 

sentence and assign the POS tags from the sequence with the highest probability. Hidden Markov 

Models (HMMs) are probabilistic approaches to assigning a POS Tag. Hidden Markov models are able 

to come through >96% tag accuracy with larger tag sets on realistic text corpora. Hidden Markov 

models have additionally been used for speech recognition and speech generation, artificial intelligence, 

sequence recognition for bioinformatics, human gesture recognition for pc vision, and more... 

 

 

Methodology 

Identifying a part of speech tags is far a lot of difficult than merely mapping words to their part of speech 

tags. this is often a result of POS tagging isn't one thing that's generic. it's quite adorable for one word 

to possess a totally different special unique distinct part of speech tag in numerous sentences supported 

in different contexts. that's why it's not possible to possess a generic mapping for POS tags. Let us 

assume a finite set of words V and a finite sequence of tags K. Then the set S will be the set of all 

sequences, tags pairs <x1, x2, x3 ... xn, y1, y2, y3, 

..., yn> such that n > 0 ∀x ∊ V and ∀y ∊ K. 

 

 
Given a generative tagging model, the function that we talked about earlier from input to output 

becomes 

 
 

Thus, for any given input sequence of words, the output is the highest probability tag sequence from 

the model.Having defined the generative model, we need to figure out three different things: 

 

1. How exactly do we define the generative model probability p(<x1, x2, x3 ... xn, y1, y2, y3, 

..., yn>) 

2. How do we estimate the parameters of the model, and 

3. How do we efficiently calculate? 
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 Transition probability is defined as the probability of a state “s” appearing right after 

observing “u” and “v” in the sequence of observations. e(x|s) 

 Emission probability is defined as the probability of making an observation x given that the 

state was s. 

Then, the generative model probability would be estimated as 

 

 
The Naive Bayes formula is used in this formula. The letter x indicates the word, while the letter y 

signifies the portion of the speech. Then p(y|x) denotes the likelihood that this word belongs to a 

specific category, which is known. However, it is difficult to locate. The Bayes formula is then used to 

calculate p(y|x) from p(x|y), which refers to the likelihood of a specific word knowing the part-of-speech 

of the word, and p(y) to derive p(y|x) 

In the part of the speech tagging problem, the states would be represented by the actual tags assigned to 

the words. The words would be our observations. The reason we say that the tags are our states is that 

in a Hidden Markov Model, the states are always hidden and all we have are the set of observations that 

are visible to us. Along similar lines, the sequence of states and observations for the part of the speech 

tagging problem would be 
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ARCHITECTURE 
 

 

 
 

 

 
 

VISUALISATION 

To illustrate the internal processing we have considered the sentence "when are you coming". 
 

 
 

The below image shows the probability matrix for words of the sentence and part of speech after 

applying the algorithm. Log is applied to probabilities to get an accurate value. For “when “WRB has the 

highest probability. And then for “are” VBP has the highest probability among other parts of speech 

tags. for “you” PRP which is a personal pronoun has the highest probability. And then for “coming” 

VBG has the highest probability. 
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EXCEPTION HANDLING 
If the given sentence is not present in vocabulary, then the parts of speech of the sentence are not 

predicted and the text is not present in vocabulary is printed on the results page. 

 

CONCLUSION 

As we mentioned POS tagging, is a text process technique to extract the connection between near words 

during a sentence. POS tagging resolves ambiguities for machines to know the language. In informal 

systems, an oversized range of errors arises from the language understanding module. POS tagging is 

one technique to reduce those errors in informal systems. The Viterbi method uses dynamic 

programming to compute the likelihood of a word in every conceivable POS and choose the best one as 

the final POS tagger. We can simply determine that the noun is clearly identified based on simulation 

data. 
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